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Abstract—This paper describes an object detection framework. Depth images obtained from 3D range camera are used, object detection with classification into three types, which are non-transparent, partly-transparent, and transparent, are performed. We focus on image region where measurement data does not obtained, and analyze the reason how such region is produced. It enables us to reduce uncertain region of an input depth image and to provide information with viewpoint changing to obtain more advanced object information. Using the proposed framework, we implemented an application to classify above three types of objects. Non-transparent objects and partly-transparent objects were classified from a single depth image, and multi-view measurements were used to reduce uncertain data and to narrow down the existing area of transparent objects.

I. INTRODUCTION

Robots working in real environment should have abilities to recognize various existing objects. Therefore, researches about object recognition for intelligent robot have been studied. One feasible approach to perform reliable recognition is to obtain 3D information using sensors. For instance, commonly-used sensors providing point cloud are stereo camera [1], Laser RangeFinder (LRF) [2], and their combination. Recently, 3D range camera becomes popular. It is a sensor using active light source, and produces a depth image even if measuring textureless region. This characteristic enables us to recognize distance information directory.

The purpose of this study is to estimate existence region of objects placed in front of a sensor. Target object can be classified three types: non-transparent object, partly-transparent object, and transparent object. Such function will be useful for intelligent robots working on everyday task: fetch and carry task, lost object search, obstacle avoidance etc.

A sensor we assume is 3D range camera, Microsoft Kinect [3]. It is one of optical sensors using active light source (random dot pattern). Although the sensor provides rich 3D information, it’s ranging principle causes the measurement failure against reflective and transparent object because light-receiving device cannot obtain proper reflected light from their surface. Fig.1 shows an example. There are two objects: a non-transparent wooden block and a transparent plastic bottle. About the plastic bottle, we lost almost distance data. Similar problem also occurs in case of stereo camera and LRF.

On the other hand, there are some parts where we also cannot obtain distance data. Between the wooden block and a background wall, there is unmeasurable region. However, different from the case of transparent object, we can predict these areas by considering following three conditions: a distance between a sensor and a target object, a distance between the target object and a background, and an angle between optical axis and the target object.

Using this characteristic, we construct a framework to detect and classify objects. First, measurement database for a non-transparent object is prepared in advance. As mentioned above, unmeasurable areas are found both side of the object. So the size of area is registered combining with distances and an angle mentioned above. The measurement database includes the size of unmeasurable area with various distances and angles. The database is used to detect and judge non-transparent object and partly-transparent object from a single depth image. On the other hand, for transparent object, we apply multi-view measurement strategy. Using traditional technique of occupancy grid map, an area where transparent object exists can be narrowed down.

The remainder of the paper is organized as follows: Section II introduces related work. Section III explains issues and our approach. Sections IV, V and VI explain our proposed method. Section VII presents experimental results, and conclusions are presented in Section VIII.

II. RELATED WORK

Object detection using visual information has been one of important issues for intelligent robots. Many studies proposed detection methods and applied them to robot applications [4] [5] [6] [7]. In almost all of the studies, it was assumed that target objects have rich texture on their surface; thus, they only coped with non-transparent objects. In such case, partly-transparent objects can also be targeted because it is possible to detect them by image features extracted from non-transparent and textured region where are a part of the target object. Well-known image features, e.g. SIFT [8] and SURF [9], and others [10] are useful for them. On the other hand, transparent part was ignored in their work.
Texture-based image features have been proposed. Filter bank is one of the major approaches [11] [12]. Texton was based on a set of results of convolution integral [13]. They can describe texture patterns without consideration of geometric repeatability of texture patterns. It has possibility to be applicable to recognize transparent or reflective surfaces; thus, applications using such filter bank technique have been proposed to recognize objects having reflective surface [14]. Because these approaches were tuned up to classify target objects into known categories, it cannot be applied to robotic application that needs information of object shape and pose.

Several researches explicitly targeted transparent object. Lysenkov et al. [11] proposed model fitting of transparent object. A 3D geometrical model was given in advance, and its 6D pose was estimated using RGB-D image. The method used unmeasurable region in a positive manner, and it is similar to our approach; however, it only targets known transparent object. We consider unknown environment where includes both transparent and non-transparent object, and recognize their existence without shape model.

III. ISSUES AND APPROACH

A. Issues on 3D measurement by commonly-used sensors

Considering environment recognition by autonomous robot, it is desirable that we must install appropriate sensors in the robot. If we aim to impose manipulation task on the robot, the sensors should have a measurement ability that provides 3D information.

Owing to past studies and developments, we have various choices: stereo camera, LRF, and 3D range image sensor. Although they are easily obtainable in recent years, there is a common problem; their measurement principles did not accept to take distance information from transparent and reflective objects.

B. The things we can obtain from a region where no measurement data

Fig. 1 shows a measurement example. In the left picture, two objects, a non-transparent cube and a transparent plastic bottle, were placed in front of a wooden board. Microsoft Kinect 3D range image sensor was used. The right picture shows a captured depth image. Darker pixels mean closer distance to the camera, but black pixels mean that there was no measurement response. As mentioned in above subsection, it is well-known that such unable measurement is caused of transparent object. On the other hand, we also find another region having no distance data. The latter arises from interspace between forward and backward object.

Fig.2 explains several cases that we cannot obtain measurement data at sides of an object. Here, Microsoft Kinect sensor using random dot pattern [12] is assumed. The sensor projects light source from a projector and the projected pattern is captured by a camera adjacent to the projector. This formulation produces some situations that make the measurement impossible. Two main reasons are: the projected pattern cannot be observed from a camera, and the projection in itself fails because of occlusion.

The thing we focus on is that such no measurement area can be predicted if we obtain correct measurement from a target object and its background. For instance, "unmeasurable area" shown in Fig.1 is the area explained above. We can predict the size of the area if we find that front object is non-transparent. The prediction method is explained in Section IV.

IV. A FRAMEWORK USING UNMEASURABLE AREA PATTERNS

A. Formulation outline

We explain our framework according to probabilistic formulation. Let \( P(x) \) be a probabilistic distribution of an object. \( x \) is a position of the object. The purpose of object detection will be satisfied by searching regions where high probability is obtained. However, if we cope with transparent objects and partly-transparent objects instead of merely considering non-transparent objects, it is difficult to identify their existence from a depth image.

Our framework consists of two phases; (i) the existence of non-transparent or partly-transparent object is estimated using a depth image captured from a fixed viewpoint, and (ii) the
existence of transparent object is estimated from multi-view range images. Fig. 3 shows an abstract of the proposed framework.

B. Existing probability calculation for non-transparent and partly-transparent object

Let \( z \) be one measurement, and \( P(x|z) \) be a posterior probability using the measurement. If we target only non-transparent objects, conventional approach can be used because a certain reaction is obtained from non-transparent surface of object. However, transparent part does not return almost measurement data. On the other hand, we can also find unmeasurable region from boundary of non-transparent surfaces as shown in Fig.1. From this fact, we translate \( P(x|z) \) into another representation as follows:

\[
P(x|z) \equiv P(e|z)P(g|e, z),
\]

where \( e \) denotes an image edge extracted from a side boundary of an object, \( g \) denotes an image region where measurement data are not obtained at the side boundary of the object. We call them “unmeasurable region” in the remains of this paper. The equation (1) means that the existing probability of a non-transparent object is calculated from a boundary edge and an unmeasurable region at the side of the edge. If the value of \( g \) measured between a target object and its background is separated from assumed value, the object may partly-transparent. On the other hand, if transparent object, we cannot obtain almost measurement data from the object. That is, this approach means that we first pick up measurable objects and estimate whether they are non-transparent and partly-transparent. Otherwise, next step for the position estimation of transparent objects is started.

As another possibility that we have a measurement result similar to the case of partly-transparent object, measurement defect may occur when the angle of object surfaces from optical axis is small. We cannot distinguish the two possibilities from one depth image. To delete such bilateral hypothesis, the following multi-view measurements are also utilized.

C. Existing probability calculation for transparent object

Transparent object returns little measurement data; thus, using just one measurement leaves large uncertainty of the existing probability of transparent object. However, we can reduce the uncertainty by means of multi-view measurements. It enables to narrow down existing area possibility of transparent object.

The estimation principle is inspired from occupancy grid map [7]. The basic equation is as follows:

\[
P(y|z_{1:d}, a_{1:d}) \equiv \prod_k P(y_k|z_{1:d}, a_{1:d}),
\]

where \( y \) is a position of a transparent object, and \( z_{1:d} \) is a list of data of \( i \) times of measurement. \( a_{1:d} \) is a list of sensor poses corresponding to each of the measurements. Left side of the equation (2) shows a probabilistic distribution showing position candidates of the transparent object. However, it is difficult to obtain the distribution directly. For this reason, it is approximated to right equation. This shows that a target space divided into equally-divided small cells, and the probabilistic calculation is performed at individual cell.

This result using one measurement is combined with other measurements captured from other sensor viewpoints. We create occupancy grid map, and calculate existing probability at each grid.

V. DETECTION OF NON-TRANSPARENT AND PARTLY-TRANSPARENT OBJECT

This section describes how to implement the proposed framework. What we have to do in advance is to prepare learning data about unmeasurable region depending on two distances and one angle. In detection process, region growing algorithm is first applied, and a boundary edge and neighboring gap region are extracted. Comparing the region and learning data, probability as non-transparent object is calculated.

A. Learning data preparation

As mentioned in section III-B, we can predict the size of unmeasurable region if it exists between two non-transparent objects. From this fact, we prepared a learning dataset storing unmeasurable region sizes with three parameters. The left figure in Fig. 5 shows the parameters and their relationships. \( R_1 \) is a distance between camera and a non-transparent object. \( R_2 \) is a distance between the object and non-transparent background. \( \theta \) is an angle between optical axis and a line that passes optical center and one side edge of the object.

In the learning data correction, these three parameters were variously changed, and the size of unmeasurable region was registered. The region was calculated at the region with \( n \) pixels height as shown in the right picture in Fig. 5.

Fig. 6 shows a part of the results. Horizontal axis and vertical axis indicate \( R_2 \) and the size of unmeasurable region, respectively. Each of the red or green lines shows the result of different \( R_1 \) settings. As shown in the graph, larger \( R_2 \) produces larger unmeasurable region at left of the object, however its amount of change is not linear. Thus, we use the learning data without line fitting but directly compare input value with the data by means of nearest neighbor search.

On the other hand, there was almost same area size at right side of the object despite the change of \( R_2 \). The reason is explained in the last paragraph at Section IV-B. That is, measurement defect occurred because the angle between right surface of the object and optical axis was small. In this case, only left side of region is used to calculate Eq. (1).
B. Region growing algorithm

Region growing algorithm is applied to detect locally independent regions in a depth image. In the algorithm, a starting point \( p_0 \) is first selected. From this point, neighbor points whose similarities are greater than a predefined threshold are selected as homologous points. Our similarity measure is calculated by angle difference of neighbor normal vectors.

For this process, normal vectors should be pre-calculated for all points. Therefore, a normal vector of an interest pixel \( p \) is calculated from the 3D position of \( p \) and its neighbors.

In the region growing algorithm, a region is extended if the following rules are satisfied:

\[
| d(i, j) - d(i + n_j + m) | < d_{\text{threshold}} \\
\cos^{-1}(n(i, j) \cdot n(i + n_j + m)) < \theta_{\text{threshold}},
\]

where \( n_1 \) is a normal vector of \( p \), and \( n_2 \) is a neighbor normal vector. \( \cdot \) indicates the inner product, and \( \theta_{\text{threshold}} \) is a predefined threshold.

C. Calculation of \( P(e|z) \)

Region growing divides a depth image into several spatial clusters. Fig. 7 shows an example; different color shows different cluster. Using these clusters, we can start to calculate \( P(e|z) \) where \( e \) denotes a 3D position of an image edge, and \( z \) denotes one sensor measurement.

To calculate \( P(e|z) \), each cluster is registered as a group of pixel coordinates, which are uniformed along horizontal axis. Why we make such arrangement is because our assuming Kinect sensor has alley light and optical receiver with horizontal relation. On the other hand, the 2D center position of the cluster is calculated. Next, minimum pixel at each horizontal coordinates is extracted, and the pixel is regarded as belonging to left edges. As a result, the probabilistic distribution \( P(e|z) \) has two values: 1.0 if a pixel is on image edge, and otherwise 0.0.

D. Calculation of \( P(g|e, z) \)

As a result of above processing, we obtain one selected pixel group about left edge. Let \( v_e \) be a vertical coordinate of a center position of a cluster, and \( u_{le} \) be horizontal pixel coordinate of left edge. Raster scan is performed within \( u_{le} - m/2 \leq u \leq u_{le} + m/2 \) and \( v_e - n/2 \leq v \leq v_e + n/2 \), where \( m \) is experimentally defined as same as \( n \) described at section V-A. Through this raster scan, pixels whose depth value is not obtained are counted, and the result is regarded as unmeasurable image region \( g \).

To calculate \( P(g|e, z) \), we use previous knowledge about the size of unmeasurable image region. That is, the calculated \( g \) is compared with the knowledge to describe the likelihood as non-transparent object. The procedure is as follows: First, a target pixel \( u = (u_{le}, v_e) \) is selected, and its 3D position is calculated. That is,

\[
x_{le} = z_{le} \frac{u_{le} + u_0}{f}, \quad y_{le} = z_{le} \frac{v_{le} + v_0}{f}, \quad z_{le} = d,
\]

where \( f \) denotes focal length, and \( d \) denotes depth value. \( u_0 \) and \( v_0 \) are the center coordinates of the image. Next, \( R_1, R_2 \) and \( \theta \) are calculated using \( x_{le} \) and \( z_{le} \). Nearest neighbor of these parameters are sought from previous knowledge. In our implementation the searching is effectively performed by using \( k-d \)-tree that can be generated from learning data in advance. Final calculation of \( P(g|e, z) \) is obtained as distance between sought data and present unmeasurable image region. The function is defined according to normal distribution:

\[
N(\mu, \sigma) = \frac{1}{\sqrt{2\pi\sigma}} \exp\left(-\frac{(g - \mu)^2}{2\sigma^2}\right),
\]

where \( \mu \) is the size of unmeasurable image region corresponding to \( R_1, R_2 \) and \( \theta \). \( \sigma \) is experimentally defined. This equation means if expected \( g \) is obtained, the value \( P(g|e, z) \) becomes high at \( x_c \), where the 3D center position of a focusing cluster. When the probability is high, we can consider that a non-transparent object exists around \( x_c \). Otherwise, there is partly-transparent object.
VI. DETECTION OF TRANSPARENT OBJECT

In case of transparent object, almost no measurement data obtained. This means that one measurement data does not provide sufficient information to know the shape of transparent object. For this reason, we take an approach to multi-view measurements. The approach is inspired from volume intersection method [13], which prunes away an estimated volume by using a new measurement data incrementally. More measurement data from various views will make clear the shape of the object.

Fig. 8 shows the concept. If we find a non-transparent object, there is no doubt of its position. On the other hand, we cannot recognize the position of a transparent object even the front side of it. Using multi-view measurement, such uncertainty can be reduced; thus, based on the equation (2) that is inspired from occupancy grid map, we narrow down possible volume of the transparent object.

As mentioned at section IV-B, we have another possibility at unmeasurable region in one depth image: partly-transparent object or measurement defect at a surface whose inclination is near to optical axis. Multi-view measurements are also useful to divide them. That is, after moving viewpoint, if a cluster is found instead of past unmeasurable region, there may be a non-transparent surface. Otherwise, the probability of a transparent surface remains high.

VII. EXPERIMENTS

A. Experiment setting

Fig. 9 shows an experimental environment. A square shape field was divided into nine grids, each of the grid was sized 420[mm] by 420[mm]. Three objects, a wooden cube and two plastic bottles as show in Fig. 10, were prepared. A Microsoft Kinect sensor was placed on the front of the field. Green horizontal line taped in Fig. 9 shows 700 [mm] distance from the Kinect sensor.

One object was selected and placed on the field, and the wooden board was also placed on the backward of the target object. The position of the object and the wooden board were changed from lower left to upper right grid, and classification rate was calculated at each grid.

The implemented structure of the proposed framework was shown in Fig. 11. The result of clustering is used to first judgment of object classification. The output is a map that
described probabilistic distribution showing position of objects.

B. Results

A target object was placed on the center of each grid, and 150 frames of depth image were captured. The success rate of object classification was investigated in each grid. The resulted graphs are shown in Fig. 12. Axes titled “x [mm]” and “y [mm]” are corresponding to horizontal and depth components in the experimental field, respectively. The vertical axis shows success rate. In the front centering grid, non-transparent object was correctly found with more than 90% success rate. Meanwhile, partly-transparent object was found with about 80% at left front grid, and transparent object were found with more than 90% in the front centering grid. The biased recognition rates were derived from the structure of Kinect sensor because it has a projector in its right side, and an optical receiver in its left.

Fig. 13 shows one example of multi-view measurements and their composition. A transparent plastic bottle was placed on the center of the circular track. The sensor was moved on the circular track with capturing depth images every 30 degrees. Right figure shows a result that shows a result composing several measurement data. White region shows high probability as the position of transparent object. Although some problems remained, we obtained preliminary results that were to show the possibility to estimate the shape of a transparent object.

Fig. 12 Success rate of classification of three types objects

VIII. CONCLUSION

We proposed an object classification framework using 3D range image sensor. Unmeasurable regions were explicitly considered, we succeeded to classify three types of objects: non-transparent object, partly-transparent object, and transparent object. The procedure was divided into two phases: non-transparent and partly-transparent objects are found from one depth image, and then the existence probability of transparent object was narrowed down by using multi-view measurements. We confirmed the proposed method from some experiments.

From these results, we can mention the following three points as future works. The first issue is to improve the recognition accuracy. We still have low recognition rate as showed in Fig.12. This caused by deviation of unmeasurable area between the learning data and experimental data. To improve it, we need to consider the variance of unmeasurable area. The second issue is to extend the framework to cope with situations having multi-objects. For example, superimposed relationship is a challenging issue, and occlusion should also be considered. The third issue is that, we have to continue to develop other evaluation methods to enhance the proposed method. Application to everyday object manipulation by a real robot is our final goal.
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