A Method of Online Motion Generation Using Swept Volumes Collected in Advance
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Abstract—This paper describes a method to efficiently generate a reaching motion to the target posture by using the experience of the past motion. The key point of the proposed method is the practical use of swept volumes. As pre-processing, various target postures of the end-effector are given under various environments, and robot movements to reach to the posture are generated. In each reaching motion, swept volume, which is the volume that the robot occupies in its workspace during the reaching motion, is recorded combined with the target posture of the end-effector. When a new target posture of the end-effector is given, past end-effector postures that are close to the new posture are searched. Then swept volumes associated with each posture are remembered, and the interference between each volume and the current environment is checked. This enables to select a feasible reaching motion with only one collision check procedure per one motion sequence. The effectiveness of the proposed method was confirmed by the experiments with a daily assistive robot in a simulated environment.

Index Terms—Motion planning, Swept volume.

I. INTRODUCTION

A robot equipped with an articulated manipulator can be expected to perform various tasks. In order to make good use of such a robot effectively, several functions are required. One of them is the function to decide the motion of the robot up to the given end-effector posture. In this paper, we deal with the method to obtain the joint angle sequence of the robot to reach the target posture of end-effector.

When a robot works to support people in daily life, it is desired to achieve a pick-and-place task required by them. Cleaning of dishes and the removal of items from storage cabinets are examples of such routine tasks. In most cases, these tasks should be performed in a situation that there is not only the item to be manipulated but also other objects exist. It is not always the case that the same objects are placed in the same number and the same positions every time. Therefore, in order to grasp the target item, it is necessary not only to simply plan the grasping posture for the item but also to obtain the motion sequence of the robot so as to avoid collision with the surrounding objects.

The purpose of this study is to establish a motion generation method that can be used in the situation described above. Although the same problem setting can be found in many past studies [1][2], we focus especially on speeding up motion decision processing in this study. Therefore, we propose a method that can quickly determine the reaching motion to achieve the target end-effector posture by making use of the experience of past motions. In the proposed method, the robot has experienced various reaching motions stored them as knowledge in advance. Then, as a target posture of end-effector is given, an appropriate motion is quickly determined on the spot, referring to the motion experienced in the past.

In general, collision check processing is essential in motion planning [3]. In the process, after the shape of the robot body and the shape of the surrounding environment are acquired, the collision state between them is investigated. This process requires more computational resources as the number of links and obstacles increases, or as the surrounding environment becomes more complex. For example, if an environmental map is provided in units of objects such as a table or a cup, the computational load on the motion generation increases as the number of objects increases.

The key word of the proposed method is “swept volume”. For example, let assume that a robot consisting of rotational joints and a base unit with wheels have moved from an initial state to a goal state. Swept volume is the sum of the space where the robot existed even once during the transition of the initial state to the goal state. Since collision check can be achieved by simply calculating “AND” of swept volume with the surrounding environment shape, it is very useful to know swept volume when performing motion selection. Several methods using swept volume have been proposed.

For example, a method which to check the collision state of the robot using polyhedral swept volume can be found in [4]. Spherical swept volume has been also used for collision check [5]. As an extended method which to check the collision state can be more safely by expanding the swept volume with the buffer radius [6]. These methods have a problem that the computational cost is high. Therefore, a method to represent swept volume as cubic voxels and to check the collision state by combining the recursive division of voxels and hierarchical interference check [7] has been proposed. However, its experiments were limited to the simulation environment. To integrate the system with visual processing and to apply it to the actual work environment are future tasks.
As mentioned above, a motion is generated by referring to the motion performed in the past in this study. Swept volumes are calculated for every past reaching motion, and they are used during generating a motion for the present reaching task. If there are target postures in the past which are close to the present target posture, the purpose can be achieved by selecting a past motion and reproducing it. The important point is that it is sufficient only by a few collision checks between the swept volume and the present surrounding environment. Namely, the conventional procedure that generates robot posture at each time and performs collision check for each posture becomes unnecessary.

The contributions of this paper are as follows:

- We propose a method of motion generation for reaching task. Feasible robot motion can be found quickly.
- We represent a simple approach using the swept volume. It enables to reduce collision check which is the most burdensome process for motion planning.
- We clarified the effectiveness and the remaining issue of the proposed method through experiments using a mobile manipulator.

The structure of this paper is as follows. The next section describes related work, and Section III introduces the approach of this study. Section IV explains the proposed method in detail, and Section V presents the experimental results and discussion about the proposed method. Finally in Section VI, we conclude this study.

II. RELATED WORK

The approach to generate robot motion is called motion planning, many methods have been proposed [8]. In general motion planning, a robot motion that can avoid collision with surrounding environments is generated. Probabilistic Roadmaps (PRM) [9] and Rapidly-exploring Random Trees (RRT) [10] are famous and conventional methods. These methods have been extended actively, then various methods are proposed [11]. As these methods enable to find feasible solution at high-dimensional configuration space, they are suitable for robots having many DoFs such as articulated manipulators.

The conventional methods described the above assume that a feasible robot motion is generated from scratch at the search space which is generated for the present environment. Meanwhile, there are extended approaches that use past motion experience effectively. Leven et al. [12] and Kuwata et al. [13] proposed methods reusing or adjusting the result of past PRM. Perez et al. [14] and Ferguson et al. [15] also proposed methods reusing or adjusting the result of existing Trees generated by RRT. Yoshida et al. [16] proposed an online replanning method by parallelizing motion planning and actual motion of a robot.

There were also approaches that aim to learn robot motion from demonstration [17][18]. Most of them require to collect training data depending on a given task [19]. One advantage is that feasible robot motion is easy to obtain. To reduce the dependence to a given task, methods using dynamic planning or recurrence planning have been proposed [20]. However, these methods tend to increase computational load when surrounding environment is complex. On the other hand, another approach such as Hauser et al. [1] succeeded to reduce computational burden by confining collision check process in local area. On the alternate approach, a robot motion is built by combining motion primitives generated in advance [21]. It enables to reduce calculation costs. However, such approach involves another difficulty when decides the connection of the primitives. This needs additional computational cost. Recently, a method using deep learning have been proposed, and some researchers succeeded to plan a path for wheeled mobile robot [22][23]. A state-of-the-art method enables to generate motion for multi-DoFs articulated manipulator [24].

III. APPROACH

A. Problem setting and method outline

It is assumed that a target object for picking up is placed on a table. The challenge of this study is how quickly to determine the reaching motion of a robot that can move in a workspace including the target object. For this purpose, we propose a method to generate a motion of the robot using motion experienced in the past. There are mainly two processes; pre-process for data collection, and motion selection process for the present environment.

As an important pre-process for that strategy, reaching motions are planned at a variety of environments, and the results are registered in advance. The procedure is as follows. First, the position of a target object is variably changed, and robot motions are planned in each environment. Here, a conventional motion planning method is used. Then, the swept volume is generated from each motion. These results are represented by voxels. Finally, the target pose of an end-effector, a reaching motion, and a swept volume are registered as one group. In this study, we assume to use a mobile manipulator. This means that a motion consists of joint angles of a manipulator and a trajectory of a mobile base unit.

Meanwhile, the process for motion selection is as follows. First, a target object is randomly placed on a table. This determines the target pose of end-effector. Then, a 3-D point cloud of the object and surrounding environment is obtained by a 3-D range image sensor etc., and it is converted to a voxel map. These two results are input to the motion selection process, and a motion data to reach the target end-effector pose is selected from the registered dataset. As this process just searches a feasible motion from the dataset, it enables to obtain a feasible motion quickly.

The approach mentioned above is inspired by the following fact. For instance, when a human tries to pick up an object placed on a table, he/she will generate a reaching motion based on his/her past experience. Even if the placement of the object is the first look, and there are other obstacles, he/she can achieve the picking task by modifying some similar motions that he/she experienced in the past. That is, if the situation is the same, then a similar motion is always generated. Such
motions are kinematically sophisticated, such repeatability in itself is very important.

It is the same for situations to use robots. We will have many cases that similar robot manipulations are needed in similar situations. For the above reason, this study emphasizes the repeatability in motion planning. We aim to establish a method to obtain a feasible motion: if a robot has experienced an optimal or suboptimal motion in the past, the motion can be actively used.

B. Representation of Swept Volume

Swept volume is one representation to define an occupied space in a 3-D workspace. This representation largely influences the performance of methods using it. As mentioned in the above subsection, we introduce voxel representation. One conventional representation is elevation map which is called Digital Elevation Map (DEM) or 2.5D map [25][26]. However, it is difficult for DEM to represent 3-D concave shape, e.g. tunnels. As improvement of DEM, Triebel et al. [27] proposed MLSM (Multi-Level Surface Map). There are some extensions such as TCCM [28]. These representations allow infinite resolution in the vertical direction, and also make it possible to create 3-D concave shapes. On the other hand, collision check tends to complicate comparing with voxel representation.

As introduced in Section I, conventional form of swept volume is detailed mesh representation by polygons. While this is the approach prioritizing accuracy, it takes time to generate. On the other hand, although representing the occupied space of a robot by a voxel group is less accurate, the advantages of the approach are the compressible data form and easy for interference check. That is, if the environmental map is also expressed by voxels and the reference coordinate system of the robot and the environment map is the same, the interference check is completed only by examining whether there is an overlap of voxels. In this study, we choose voxel representation with emphasis on such ease. In addition, this representation is extensible to Octree representation [29]. It makes possible to speed up interference check and to increase the compression ratio.

IV. Motion Generation Method

A. Variables representations for the proposed method

Let $Q$ be a robot motion obtained by motion planning. $Q$ is a representation that the robot motion from start posture to goal posture is divided into $M$ postures in time direction. It is represented as $Q = (q_1, q_2, \cdots, q_M)$. $q$ which is data of each time is a vector consisting of posture parameters: e.g. $q = (\theta_1, \theta_2, \cdots, \theta_N)$ for an articulated manipulator. As described in the experiment section, we consider using the proposed method with a mobile manipulator. In this case, let $q$ be a vector connecting the posture parameters of mobile base unit for moving on the floor and joint angles of the manipulator.

Let $x = (x, y, z, \theta, \phi, \psi)$ be a posture of end-effector. Environment map $map$ is represented by binarized voxel space.

That is, from the 3-D point cloud obtained by measuring the surrounding environment, a voxel map is generated in which 1 is substituted for the part where the measurement point is included, and 0 otherwise. Furthermore, swept volume $SV$, which is the key of the proposed method, is also represented by a voxel group.

As already mentioned above, one key point to efficiently generate a motion $Q$ is to make the origin of the reference coordinates of $map$ and that of $SV$ the same. Also, let the voxel composing $SV$ be the same size as the voxel for the $map$. These settings permit to make direct interference check without coordinate conversion.

B. Training phase

Figure 1 shows the structure of the proposed method. It is composed of two phases: motion experience phase and motion selection phase. In this subsection, the former phase shown in upper side of Fig.1 is explained in detail.

First, environment map $map$ and a target posture of end-effector $x$ is given. Then, motion planning using a conventional method is applied in the situation, and a robot motion ensured to have no interference with the surrounding
environment is obtained. Next, the motion obtained is divided into \( M \) number of postures \( q \), then \( Q \) is obtained as a sequence of them. After that, \( q \) is sent to robot in order, an occupied space by the robot posture is calculated (Fig. 2 (A)). Finally, all of the occupied spaces are summed up then one swept volume \( SV \) is obtained (Fig. 2 (B)). This means that one swept volume is generated from one motion. The resulted from \((x, Q, SV)\) is registered as one group.

The above procedure can also be performed in the simulation environment. That is, the robot model and the surrounding environment are virtually constructed, and the above processing is performed while changing \( map \) and \( x \) variously. This enables to collect a large amount of data without conducting actual experiments.

C. Motion selection phase

The lower part of Fig. 1 shows the flow of the motion selection phase. First, depending on the task, \( x_{\text{tar}} \) is given. Meanwhile, since a 3D point cloud obtained by measuring the current surrounding environment is given, a voxel map \( map_{\text{tar}} \) is generated. Next, using \( x_{\text{tar}} \) as a query, groups of data with similar \( x \) among the data collected in the previous section are picked up. Then \( SV \) is read out from the set of the data, and interference check with \( map_{\text{tar}} \) is performed. If there is no interference, the motion selection process is terminated by outputting \( Q \) linked the data.

Among the above-mentioned data, there may be multiple combinations of data to be selected by the search. The reason is that it is sufficient to choose the one which does not make interference among them. In addition, kd-tree is constructed before performing the search processing. By this way, it is possible to efficiently search for \( x \) which is closest to \( x_{\text{tar}} \).

D. Pose interpolation for accuracy compensation

In the proposed method, the quality of the obtained motion depends on the motions collected in the experience phase. That is, if the target posture of end-effector is set at small intervals and sufficiently detailed data collection is performed, it is possible to select an accurate reaching posture regardless of what kind of an end-effector posture is given in the motion selection phase. However, in such a case, the amount of data to be collected is large, which is undesirable from the viewpoint of memory consumption. On the other hand, if the interval of the end-effector posture is roughly made in the experience phase, the amount of data will be reduced. However, it is not possible to generate an appropriate reaching motion.

In this study, we assume to use a mobile manipulator. As such robot platforms permit to divide movable parts into a manipulator and a mobile base unit, the following fine-tuning method is possible for such trade-off problems. First, for a given end-effector posture \( x_{\text{tar}}, x_{\text{ref}} \) nearby that is searched as a reference posture, then the difference \( \hat{x} = x_{\text{tar}} - x_{\text{ref}} \) is calculated. Let \( q^{\text{ref}}_{M} \) be the final posture of the robot for reaching to \( x_{\text{ref}} \). One of the tips here is to choose \( x_{\text{ref}} \) closer to the initial end-effector pose than \( x_{\text{tar}} \).

Then, a motion planning to achieve the transition from \( x_{\text{ref}} \) to \( x_{\text{tar}} \) is performed. In this planning, the conventional method used in the experience phase can also be used. As a result, the motion from \( q^{\text{ref}}_{M} \) to \( q_{\text{tar}} \) is smoothly connected.

In the above procedure, it takes more processing time than a simple selection of motion from the experience because the time for existing motion planning is added. However, \( \hat{x} \) is not so large. Therefore, the amount of motion required in the planning is small. Therefore, the motion planning will end quickly. This means that it is possible to obtain the reaching motion faster than directly using the existing motion planning method from the initial posture to the final posture.

V. Experiments

A. Settings

The proposed method was evaluated using the Human Support Robot (HSR, [30]) produced by Toyota Motor Corp. HSR has an arm with four degrees of freedom, a two-fingered end-effector, and a moving base with mechanism equivalent to omnidirectional mobile base unit. Xtion PRO LIVE, an RGB-D camera, is mounted on its head.

This experiment was performed using a simulation environment. In the initial state of the experiment, HSR was located at the initial position on the floor, and a table was placed in front of HSR. The height of the table was 470 mm. The target object was placed on the table, and HSR could observe the target object using its RGB-D camera. The target task for HSR was to reach, grasp and lift the object which was instructed by a user. For the robot-user interaction, the following interface was constructed and used for the experiment. The color image from the RGB-D camera of HSR was presented for the user. The user could instruct the target to the robot by clicking on the object in the color image. After the target object was instructed, HSR performs the above-mentioned process of motion selection phase. Namely, HSR selected the motion to reach an object without hitting the obstacle was selected from the stored motions, the motion was modified as described in Sec. IV-D, and the motion was executed.

The environmental map \( map_{\text{tar}} \) and the swept volume \( SV \), which were used during the motion selection phase, were expressed as binary voxel maps. The environmental map \( map_{\text{tar}} \) was created at the beginning of the motion selection phase as a voxel containing at least one point of the 3D point cloud from the RGB-D camera was set as 1, and otherwise the voxel was set as 0. On the other hand, swept volume \( SV \) was created in the motion experience phase as follows: voxels intersecting with the swept volume of HSR were created as 1 and the other voxels were created as 0. In each case, the length of one side of the voxel was 100 mm, and the size of \( map_{\text{tar}} \) and \( SV \) was 1700 mm \( \times \) 1400 mm \( \times \) 1200 mm. However, the environmental map generated from the 3D point cloud in the motion selection phase contained the points of the target object itself. This meant, the target object could be judged as an obstacle, and motion selection could not be performed correctly. Therefore, the voxels corresponding to
Fig. 3. The environments and robot postures during the training procedure

Fig. 4. An example of the reaching motion during the motion selection phase

the target area and 27 voxels around it were set to 0 before the motion was selected.

B. Training data collection

During the motion experience phase, the system used the simulation environment to generate motions to reach the target object located at various places on the table, and collected a large number of sets of \((x, Q, SV)\). The target object had a cylindrical shape with a radius of 30 mm, and for each target object at each position, two types of motion were generated: (a) the motion in which the hand is moved from the robot’s side to the back during the reaching, and (b) the motion in which the hand is moved from the right to left during reaching. The image (a) and (b) in Fig. 3 show the motion type (a) and (b), respectively. Note that prior to the motion experience (a), obstacles were placed on the 90 mm left and 90 mm right of the target object. Prior to the motion experience in (b), obstacles were placed 70 mm in front of the target object. In each case, the motion to reach the target object while avoiding obstacles was generated using RRT. Various motion data can be collected by generating motions in which the robot avoids obstacles near the target object in this way. This enables to select an action that avoids the obstacle in the motion selection phase. The position of the target object was varied by every 20 mm on the horizontal surface of the table top, and 500 pieces of data were acquired for each gripping method (a) and (b). This means a total of 1000 pieces of data were collected.

C. Motion generation results

First, 50 trials of reaching and grasping were conducted to evaluate the reliability of the method described in Sec. IV-C. At each trial, the user clicked and instructed the target object and HSR reached and grasped the target object. Figure 4 shows one of the trials in the experiment. The green can in the figure was the target object; the table, the yellow bottle, and the cup were obstacles. Figure 4 (1) is the initial state, and HSR succeeded in reaching and grasping the green can from (2) to (4). In this case, the proposed system was proved to select the trajectory that did not collide with the table or other objects. In the experiment, it was judged as successful if the target object was picked up without collision with an obstacle. When HSR collided with an obstacle during reaching, or HSR was not possible to pick up the target, it was regarded as a failure. As a result, 49 trials out of 50 trials were successful; the success rate was 98%.

Second, the computational time of (i) the conventional method using RRT, (ii) the proposed method described in Sec. IV-C, and (iii) the proposed method with pose interpolation described in Sec. IV-D were evaluated and compared. In this experiment, 50 trials of reaching and grasping were conducted to evaluate each method (150 trials all). As a result, the average time taken to calculate the appropriate motion was (i) 467 msec, (ii) 34 msec, and (iii) 169 msec, respectively.

D. Discussion

From experimental results introduced the above, it was clear that a fast motion generation for a mobile manipulator can be accomplished by the proposed method. Grasping a target object was accomplished with high success rate. This result tells us that the proposed method is useful for such situation. On the other hand, one failure occurred in 50 trials. Although grasping in itself was successful, the robot collided with other objects around the target object.

There seem to be two reasons. One is that obstacles are too close to the target object. As mentioned in Section V-A, voxels surrounding the target objects are set to 0 in motion selection phase. This has an effect to avoid a mistake that the target objects are regarded as obstacles. However, it is also a cause of ignoring obstacles in the vicinity of the object. Such failures can be reduced by reducing the size of voxels and generating a more detailed environment map.

The second cause is the motion accuracy of the robot. HSR is a mobile manipulator and involves movement of the mobile base unit during a reaching motion. In this motion, it is not always possible to move exactly along the target trajectory due to an error in self-localization and initial positioning error of the mobile base unit. Therefore, it is difficult to completely eliminate the possibility of collision. Such failures can be reduced by selecting a motion that allows for a sufficient distance between the robot and surrounding obstacles.
Furthermore, in the motion selection phase of this experiment, motion data was collected by the method of grasping from the front and that of from the right, respectively. By collecting additional motion data that grasps from the top, it is possible to adapt to more diverse environments.

In the second experiment, the motion selection with the proposed method described in Sec. IV-C was about 13 times faster than the conventional method. The calculation time with the method proposed in Sec. IV-D was only 2.7 times faster than the conventional method. However, the half of its calculation time (169 msec - 34 msec = 135 msec) was thought to be the time to calculate the interpolation of $\mathbf{q}$. Note that the motion generation for $\mathbf{x}$ and the motion execution from the initial pose to the $\mathbf{q}^{ref}$ can be executed in parallel. Because the motion execution requires much more time than the motion generation for $\mathbf{x}$, the time for the robot to stop for the motion selection/generation for the method (iii) would be substantially 34 msec. With the proposed method, fast and delicate motion generation would be possible.

VI. CONCLUSION

In this paper, we described a motion generation method for mobile manipulators. The proposed method consists of two phases: the motion experience phase and the motion selection phase. The key of the method is swept volume. Swept volumes are calculated at various situations given at experience phase, and they are used for generating a motion for the present reaching task. If there are target postures in the past close to the present target posture, the purpose can be achieved by selecting a past motion and reproducing it. The important point is that it is sufficient only by a few collision checks between the swept volume and the present surrounding environment. The effectiveness of the proposed method was confirmed through a reaching task that a mobile manipulator grasps an object placed on a table. In our implementation, the time for motion generation was about 34 msec on average. Future work includes performing experiments at the more complex environment. Compressing of motion experience data is also an important issue.
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