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Abstract—This paper proposes a novel visual Learning from Demonstration (LfD) system that teaches robots to learn tasks in which an object is put into another object, stacked, or transported by a tool. In such tasks, observation targets become invisible owing to occlusion or frame-out. The proposed “Visual Hierarchy-based Function Estimator (Hi-Fes)” is inspired by the knowledge derived from the field of psychology that uses the visual hierarchy relationships to estimate the changes in observation targets. Hi-Fes employs a mechanism to interpolate the features when the targets are unrecognizable and state variables are incalculable directly. This method facilitated visual learning of complex state changes between multiple targets, in which the target becomes invisible or has a long period of invisibility, difficult for conventional learning methods. The proposed method was implemented in a life-sized humanoid robot and was evaluated in learning based on demonstration experiments. The results demonstrated the effectiveness of our approach.

I. INTRODUCTION

Despite that the number of workers and caregivers have decreased in the recent aging societies, service robots are increasingly expected to take over the work of a person. For example, daily assistive robots help people at home to perform many daily tasks and solve many problems [1]. Such robots should have the ability to learn tasks specifically adapted in each individual home.

Previous studies have developed Learning from Demonstration (LfD, [2]) for a daily assistive robot to learn daily tasks from a person [3]. LfD is a framework that humans use when they naturally learn something from others. Therefore, an LfD system can be expected to be a key technology for such robots because users who do not have technical knowledge regarding robots will be able to easily teach target tasks to a robot with this technology.

However, tasks with a tool and an operational target or multiple objects that can be learned with conventional observational learning system are limited in their ability to move objects on a two-dimensional plane [4], to hit an object, or to sweep it with a brush [5]. The objective of this study was to construct a robotic system that can learn tasks such as inserting, stacking, and transporting of objects visually. These tasks often appear when using daily tools such as boxes (Fig. 1), trays, and bags. To teach robots visually, it is important to understand the hierarchical or the inclusion relationship between the multiple objects. However, when a hierarchical or an inclusion relationship occurs, the observation target becomes invisible owing to occlusion in many cases, which is problematic. Although humans use visual functions and common sense knowledge to estimate the state of invisible objects, this has been one of the biggest challenges for LfD framework.

This study is inspired by knowledge in the psychological field, using novel findings to develop the LfD framework. This study provides the following primary contributions:
1) An LfD system is proposed to learn tasks of which the observation targets become invisible when being put in, stacked, and transported by a tool.
2) Inspired by psychological knowledge, “Hi-Fes” mechanism is proposed, which has the ability to calculate and interpolate the visual hierarchies and motion features, estimating the state changes of objects when the objects are unrecognized.
3) The proposed system was implemented using a life-sized humanoid robot and its effectiveness was evaluated.

II. RELATED WORK AND OUR APPROACH

A. Visual Function of Humans

Studies in the field of cognitive and developmental psychology have shown that humans use visual functions to estimate the state of invisible objects. For example, research in the field of developmental psychology has revealed that humans acquire the ability to understand “object permanence” in early childhood [6]. Humans can also understand that an object continues to exist even when it is covered by a cloth. “The tunnel effect” [7] is the ability to understand that an object that disappears as it moves followed by a sudden appearance of a similar object is really the same.
object moving behind another object. In addition, humans can also estimate the state under occlusion from surrounding shapes, such as “subjective contour” [8].

The common sense knowledge presupposed by this visual function is not physically correct under all conditions. Therefore, the illusion may occur cognitively in unusual situations. Since such common sense knowledge is generally correct, humans can accurately estimate the states of objects stacked and transported. If such a visual function can be implemented in a robot, human-like LfD is possible for robots.

However, human visual functions have many unknown parts. If a robotic visual system is constructed based only on already known findings in the psychology field, there may be challenges in estimating the situation sufficiently for robotic LfD. Therefore, in this research, knowledge that is considered common sense for humans and is useful for the estimation of multiple objects’ states was experimentally clarified and utilized.

B. Observation of Multiple Objects

Kuniyoshi et al. [9] were the first researchers to start the LfD framework. For visual learning of tasks in which the state between multiple objects changes is important, methods that use camera images to track targets and to imitate the object’s position on a two-dimensional plane [4] or the stacking state of visible objects [10] have been employed. Methods have been also proposed to visually learn to push, to tap, to sweep with a brush [5], cutting, and making a sandwich [11][12]. However, these experiments are limited to the learning where observation targets are all visible and recognizable.

In research that uses the information other than images, a system is proposed that uses data gloves to teach pick-and-place tasks [13]. Although the position of an invisible object can be estimated using the hand position, the physical restraint of the teacher is problematic.

Following the studies that add special structures to the observational targets, research has proposed the use of a pressure sensor [14] and the tracking of objects using an electromagnetic motion tracking system to learn pouring and mixing tasks [15]. In addition, a method was proposed for tracking objects using a marker-based motion capture system to learn to stack and to pour [16]. Although these approaches include a possibility that the positions of invisible objects can be estimated correctly, it would be challenging to install such special structures in all objects for daily activities.

C. Computer Vision for Occluded Objects

For robust visual tracking, robust image features [17] and filtering methods [18] are widely used in the field of computer vision. However, tracking becomes unreliable when a majority of the tracked object becomes invisible or the length of invisible time is relatively long. In addition, it is difficult to know exactly when and how the object is occluded. Although it is conceivable to increase the viewpoints by multiple camera system, an object in a bag or in a box becomes invisible from all viewpoints, making the use of multiple cameras useless.

Therefore, special mechanisms have been proposed to track an object partially or temporarily occluded while estimating the occluded area and time. A study [19] proposed a method for dividing a template to detect and track the shielded part of an object. The method proposed by [3] tracks an object by predicting the area that will be occluded at the next time to modify the template. The method proposed by [20] was designed to use the local features on or around the target object when the target object was occluded. The method proposed by [21] was designed to switch a tracking target when the target object was occluded. However, these methods are unable to cope with situations where a target object is occluded for a long time or is completely framed out.

On the other hand, essential inputs for the LfD framework is the higher level information such as the object put into, the object stacked, or how the object is moved, rather than the strict position and the shielded region information.

D. Our Approach

As this study was inspired by the method described by [3], the “visual hierarchy” was one of the features to estimate changes in the state of objects. This makes it possible not only to estimate the state changes that the observation target becomes invisible when it is stacked or inserted, but also to cope with frame-out or failure in visual detection of the target.

The visual hierarchy is a relationship in which an object observed by a camera from a certain viewpoint occludes another object or is occluded by another object. The visual hierarchy comprises “Independent” that there is no overlapping relationship between two objects, “One-way (Obj-k),” where object k is observed in front of another object, and “Mutual,” whereby the object A hides object B partially and object B partially occludes object A. Using computer vision, a previous study [3] proposed a method to estimate the visual hierarchy and to estimate an object’s function. However, the study failed to arrange the relationship between assumptions and common sense knowledge. Moreover, they were unable to estimate a situation where the target object was completely hidden because their methods lacked pieces of common sense knowledge.

Note that changes in the visual hierarchy are not strictly corresponding to the change of the three-dimensional up/down/inclusion relationships because they depend on the particular viewpoint. However, humans can obtain only viewpoint-dependent information, which gives a common sense knowledge such as the object’s permanence and tunnel effect as discussed previously. This helps the application of appropriate perception in daily activities. From this fact, we hypothesized that this framework could be used in an LfD system for a robot. Thus, visual features, which include visual hierarchy, offer enough information to estimate the state changes of objects with set of common sense knowledge.
However, a visual hierarchy cannot be directly observed by a camera. Humans perceive visual hierarchy using a set of common sense knowledge, such as subjective contour, which is correct in certain assumptions. In this study, a set of common sense knowledge is introduced to interpolate visual features and visual hierarchy.

Fig. 2 shows examples of the above common sense knowledge. When an object becomes invisible after it approaches another object, it is natural to assume that the object is occluded by another object (Fig. 2 (A)). This is a type of knowledge used to estimate the visual hierarchy in this study. When an object becomes invisible and is subsequently detected in a different position, it is natural to assume that the object has moved (Fig. 2 (B)). This is similar to the tunnel effect in human perception and is used for the system considered in this study.

The proposed “visual hierarchy-based function estimator (Hi-Fes)” is a framework that calculates state variables, which includes the visual hierarchy. Moreover, it estimates state changes of multiple objects. The LfD system using the Hi-Fes is described in Sec. III and the details of the Hi-Fes are described in Sec. IV.

III. LfD USING INVISIBLE INFORMATION

A. LfD system

Fig. 3 depicts the flowchart of the proposed LfD system. The upper half (green) shows the flow of the observation phase, and the lower half (purple) shows the flow of the task reproduction phase.

At the observation phase, the object tracker tracks multiple objects using the images of the robot’s camera. The proposed function estimator (Hi-Fes) inputs the tracking results and estimates the state changes of the objects. Hi-Fes outputs the task goals and the objects’ usages as the result of the observation.

In the reproduction phase, the inputs of the system are the stored task goals, stored objects’ usages, and the initial state of the phase. The task planner generates the executable motion sequences from the inputs; then, sequences are sent to the motion planner, where the inverse kinematics are calculated. Finally, the motor commands are determined and the robot moves.

Even if the observation targets cannot be recognized by the object tracker, Hi-Fes interpolates the state variables during the invisible period and estimates the state changes of the objects. Therefore, the object tracker is not required to output the tracking results at all times. Instead, the Hi-Fes utilizes the object tracker that cannot detect the observational targets to estimate complicated relationships among multiple objects.

Thus, the object tracker does not require a mechanism to estimate targets under occlusion. However, the object tracker should detect the observation targets after a large occlusion or after a long period of occlusion. Similar to the experiments performed, the Hi-Fes even works with a simple color-based recognition method. It is important to note that the reliability of the system increases with effective robust tracking methods such as LINE-MOD [22].

In this system, the task goals and the object usage are described using Planning Domain Definition Language (PDDL) [23], which is a planning language of STRIPS [24] type. In PDDL, “predicates” are used to describe the initial state, the target state, and the properties of objects. The task planner uses “actions” consist of a set of “preconditions” and “effects” to search the appropriate order of the actions. Finally, the task planner sends action sequences to achieve the task goals to the motion planner. Execution by the motion planner corresponds to each action and the motor commands are calculated, which are used to move the robot.

In this study, three types of predicates are defined to express an object’s state, where “at” indicates that an object is located at a particular place; “on” indicates that an object is placed on another object, and “in” indicates that an object is placed inside another object. These predicates enable the system to reproduce the task goals with complicated states between multiple objects. As actions, not only “hold” and “move,” but also “place-on-obj” to place an object onto another object and “put-into-obj” to put an object into another object are implemented. Furthermore, four types of predicates to express an object’s properties are installed: “as-mat?” indicates that an object can be loaded with another object; “as-storage?” indicates that the object can be inserted in another object; “as-tray?” and “as-container?” indicate that multiple objects with “on” and “in” relationships can be carried together, respectively.

B. Concept of Hi-Fes

Fig. 4 depicts the concept of the proposed Hi-Fes that estimates the state of multiple objects from the temporal transition of the state variables, which are recognizability, visual hierarchy and motion features (Fig. 4, (A)). However, there are state variables that cannot be determined when the observation target cannot be recognized by the object tracker. Therefore, Hi-Fes has a mechanism to mutually interpolate state variables using the knowledge that reflects common sense among humans (Fig. 4, (B)). Arrows in Fig. 4 (B) show Hi-Fes’s interpolation of state variables using five types of knowledge K1 to K5. Whereas K3
interpolates motion features from the recognizability and the visual hierarchy at the same time, $K1$ and $K2$ interpolate the state variables at a certain time from the state variables at a past time. Furthermore, $K4$ and $K5$ interpolate the past state variables from the state variables at a future time. These are characteristic structures of Hi-Fes.

The state variables in Hi-Fes and the assumptions that utilize common sense knowledge are described in Sec. IV-A and Sec. IV-C, respectively. Sec. IV-B describes the mechanism to estimate the state changes of multiple objects from the temporal transition of state variables. Sec. IV-D describes the method to mutually interpolate state variables.

IV. HI-FES

A. State Variables for Estimation of Objects’ State Changes

Five types of state variables are used in this research. Each state variable represents a characteristic of an observation target or a relationship between two objects. Each state variable is defined as follows, where $k$ expresses the index of the observation target.

1) Recognizability of an observation target $(s^k_{M}(T))$: A state variable defined for each target. “Recognized (Rec.)” is assigned when target $k$ is detected by the object tracker, otherwise “Unrecognized (Unc.)” is assigned.

2) Movements of an observational target $(s^k_{M}(T))$: A state variable defined for each target. “Yes” is assigned when the target is moving, and “No” is assigned when the target is unmoving. If the target is unrecognized and the movements cannot be evaluated, “Unknown” is assigned.

3) Distance between targets $(S_{D}(T))$: This is one of the state variables representing the motion characteristics of two targets. If the distance between targets is closer than a predefined threshold $D_{Near}$, “Near” is assigned; otherwise, “Far” is assigned. If one of the targets is unrecognized, “Unknown” is assigned.

4) Co-movements of the targets $(S_{C}(T))$: “Yes” is assigned when the two targets are moving and the velocity of the targets is similar, and “No” is assigned when the velocities are dissimilar. If one or more of the targets is unrecognized, “Unknown” is assigned.

5) Visual hierarchy $(S_{H}(T))$: “Independent” is assigned when there is no overlapping relationship between two targets. “One-way (OBJ-k)” is assigned when target $k$ hides another target $k$; target $k$ is unrecognized.

$s^k_{M}(T)$ and $S_{H}(T)$ are utilized to estimate movement and the hierarchical/inclusion relationships of targets, respectively. $S_{C}(T)$ is useful for estimating an object carried by another object.

B. Estimation of State Changes from State Variables

In this subsection, a Hi-Fes mechanism is used to estimate the state changes of multiple objects (Fig. 4 (A)).

First, the time set $T^k_{start}$ when the object $k$ begins to move can be searched in the following manner. The time set $T^k_{stop}$ when the object stops can be searched in a similar manner.

$$T^k_{start} = \{ T_n \mid s^k_{M}(T_n-1) = \text{"No"}, s^k_{M}(T_n) = \text{"Yes"} \}$$ (1)

Here, $T_n$ is expressed by $T_{n+1} = T_n + \Delta T$.

Second, the Hi-Fes detects a state change when an object is put onto another object or put into another object. The following common sense knowledge is utilized for the estimation.

1) When Object A approaches another Object B and “One-way (A)” visual hierarchy is detected, A is on B.

2) When Object A approaches another Object B and “One-way (B)” visual hierarchy is detected, A is in B.

As described in Sec. II-D, these pieces of knowledge are not always physically correct. However, it is also impossible for humans to visually check the true constraint, so use of these different types of knowledge are considered to be commonsense for humans.

According to the above knowledge and using Eq. (2) for the calculation, the time set $T^k_{LOAD}$ when a target is put onto another target:

$$T^k_{LOAD} \leftarrow \{ T_n \mid T_n \in T^k_{stop}, S_D(T_n) = \text{"Near"}, S_{H}(T_n) = \text{"One-way (Obj-k)"}, S_{C}(T_n-1) \neq \text{"Yes"} \}$$ (2)

The time set $T^k_{BOX}$ when a target is put into another target, this is calculated using Eq. (3):

$$T^k_{BOX} \leftarrow \{ T_n \mid T_n \in T^k_{stop}, S_D(T_n) = \text{"Near"}, S_{H}(T_n) = \text{"One-way (Obj-\tilde{k})"}, S_{C}(T_n-1) \neq \text{"Yes"} \}$$ (3)

where $\tilde{k}$ indicates the index of the target that is not $k$.

Using the above equations, the Hi-Fes estimates the state changes where an occlusion relationship occurs. Using the visual hierarchy for estimating state changes is one of the primary features of the Hi-Fes. However, the state variables must be determined for these estimations.

C. Assumptions to Interpolate State Variables

Hi-Fes has a mechanism to interpolate state variables based on the common sense knowledge when the variables cannot be directly observed or calculated. In this study, the following four assumptions are set to utilize the knowledge.

Assumption A1: In the initial state, the robot can detect all the observation targets whose state changes are important for the task.

Assumption A2: The observation targets can be detected at a nearby time when an important appearance or disappearance happens.

Assumption A3: The distance between the observation targets is unchanged when one target is hiding another target.

Assumption A4: State changes, which are important for the task goals, do not occur while the observation targets are invisible.
These assumptions are inapplicable when a person executes a task while he/she is hiding the observation targets behind a robot. However, in situations of observation, it is natural for the teacher to execute a task to help learners to observe the targets easily. Therefore, these assumptions are considered to be reasonable.

D. Mechanism to Interpolate State Variables

This subsection describes the Hi-Fes’s mechanism used to interpolate state variables indirectly. The following five types of common sense knowledge are used for the interpolation: Knowledge K1: When only one target is detected after two targets get close to one another, it is assumed that One-way visual hierarchy occurs and continues until the occluded target appears again. Assumptions A2 and A4 support this knowledge.

Knowledge K2: If both targets become unrecognizable after One-way visual hierarchy is detected, it is assumed that the detection of the target in front failed. Assumptions A2 and A4 support this knowledge.

Knowledge K3: If One-way visual hierarchy continues after both targets become close, it is assumed that both targets continue to be close. Assumptions A3 and A4 support this knowledge.

Knowledge K4: If a target not occluded becomes unrecognizable and then detected again, failure of detection of the target is assumed during that time period. Assumption A4 supports this knowledge.

Knowledge K5: If target A is hiding target B and that One-way visual hierarchy continues after B is moved enough, it is assumed that B has been moved with A. Assumptions A2 and A3 support this knowledge.

These types of knowledge interpolated the undefined state variable using other state variables at the time or before and after the time as shown in Fig. 4 (B). Especially, Knowledge K4 and K5 are inspired by human tunnel effect and object permanence, respectively.

1) Knowledge K1-K3 and the Evaluation of Co-movements:

Algorithm based on Knowledge K1: An algorithm based on Knowledge K1 was used to estimate the current visual hierarchy using past motion features and past visual hierarchy. Interpolation of state variables using Knowledge K1 was implemented with the following algorithm. Note that \( T_{init}(T) \) and \( T_{fin}(T) \) are the first and last time of each time sequence \( T \):

1) Time sequences rewritten \( T_n \) are searched, where

\[
T_n \subset T_{All}, S_D(T_{init}(T_n) - \Delta T) = \text{“Near”},
\]

\[
s^0_V(T_{init}(T_n)) = \ldots = s^0_V(T_{fin}(T_n)) = \text{“Rec.”},
\]

\[
s^1_V(T_{init}(T_n)) = \ldots = s^1_V(T_{fin}(T_n)) = \text{“Unrec.”}.
\]

2) If there exists \( T_n \in T_i \) such that \( S_H(T_n) = \text{“Unknown”}, S_H \) is rewritten as \( S_H(T_n) \leftarrow \text{“One-way (Obj-0)”}. \)

3) Target 0 and 1 are replaced and 1) and 2) are performed again.

Algorithm based on Knowledge K2 and K3: An algorithm based on Knowledge K2 was used to estimate the current visual hierarchy from the past visual hierarchy. An algorithm based on Knowledge K3 was used to estimate the distance of targets using visual hierarchy. Interpolation of state variables using Knowledge K2 and K3 are implemented like the algorithms employed for K1.

Note that the interpolation using Knowledge K1, K2, and K3 must continue repeatedly until convergence is achieved.

Evaluation of Co-movements: Subsequently, co-movements of the two targets were evaluated. In case the velocities of both targets are calculated, co-movements are evaluated using the two velocities as follows:

\[
S_C(T_n) \leftarrow \begin{cases} "Unknown", & \text{if } -h_M(T_n, 0) < -h_M(T_n, 1) \\
"No", & \text{if } (h_M(T_n, 0) + h_M(T_n, 1)) \\
& \text{or } (h_M(T_n, 0) < -h_M(T_n, 1)) \\
& \text{or } (-h_M(T_n, 0) < h_M(T_n, 1)) \\
"Yes", & \text{otherwise}
\end{cases}
\]

where \( v^k \) is the velocity of the Object \( k \); \( v_{thr} \) and \( E_a \) are positive constants to evaluate the presence of movements and co-movements, respectively. \( S_C(T) \) cannot be calculated when the velocity of the target is not calculated. If so, “Unknown” is assigned to \( S_C(T) \), and the algorithm using Knowledge K5 interpolates the variable.

2) Knowledge K4 and K5:

Algorithm based on Knowledge K4: An algorithm based on Knowledge K4 was used to estimate the current motion features using future motion features. This algorithm is described as follows:

1) Time section \( T_i \), which rewritten is searched

as: \( T_i \subset T_{All} \),

\[
s^0_V(T_{init}(T_i)) = \ldots = s^0_V(T_{fin}(T_n)) = \text{“Unrec.”},
\]

\[
S_H(T_{init}(T_n)), \ldots, S_H(T_{fin}(T_n)) \\
\neq \text{“One-way (Obj-1)”}.
\]

2) At each time \( T_n \in T_i, s^0_M(T_n) \leftarrow "Yes" \text{ if } ||x^0(T_{init}(T_i)) - x^0(T_{fin}(T_i))|| > A. s^0_M(T_n) \leftarrow "No," \text{ otherwise.} \ x^0 \text{ and } A \text{ are the position of Object 0 and a positive constant, respectively.}

3) Target 0 and 1 are replaced, and 1) and 2) are performed again.

Algorithm based on Knowledge K5: An algorithm based on Knowledge K5 was used to estimate the current motion features using future visual hierarchy and future motion features. Interpolation of state variables using Knowledge K5 can be implemented like the algorithms for K4.

The Hi-Fes estimated the task goals and the objects’ usages by interpolating the state variables with the above-mentioned algorithms; then, estimates the state changes as described in Sec. IV-B.
V. EXPERIMENTS AND DISCUSSION

A. Experimental Setup

To evaluate the proposed method, a life-sized humanoid robot “Aero” ([25], Fig. 1), which we are currently developing, is used for the experiments. Aero has an RGB-D camera mounted on its head, and a total of 26 DoFs (Degrees of Freedom) in the upper body, including two 8-DoF arms, a lower body with two parallel links, and omni-directional wheels.

In the experiments, a person performed the following four tasks independently.

Task T1: Two dishes on a table were carried and placed onto a shelf, respectively.

Task T2: Two dishes on a table were stacked and carried, then placed on a shelf.

Task T3: A stuffed animal (penguin) and a box on a table were carried and placed on a shelf, respectively.

Task T4: A penguin was put into a box on a table and carried, then placed on a shelf (Fig. 1 (A)).

The two dishes were the observation targets in Task T1 and T2; the penguin and the box were the targets of the Task T3 and T4. The object tracker detected each object by thresholding the color and the size of the points from the RGB-D camera. The threshold $D_{Near}$ to evaluate the distance was 120 mm, which was defined by the size of the largest target object. The top rows of Fig. 5 (T1), (T2), and (T4) show the images taken by the RGB-D camera during Task T1, T2, and T4, respectively. When the dishes were stacked, one became invisible to the camera and the penguin became invisible when it was put into the box. Note that there were time periods when no observation targets were visible for several seconds due to frame-out, or there was a failure in detecting targets during each task.

After the observation phase, task reproduction experiments were performed using the information associated with each task. The purpose of each reproduction was to reproduce the learned goal using the learned objects’ usages. The difference in the structure of the human teacher and the robot learner was taken into account by the task planner in this reproduction. Solver FF($h_a$) (FF planner but with a different heuristic $h_a$ [26]) was used as the task planner. The task planner searched for a plan to minimize the number of actions.

Note that the information acquired during the observation experiments is symbolic, which expresses the hierarchical or the inclusion relationship. In the reproduction phase, symbolic action sequence with minimum steps to achieve the goal is searched, which is supposed to be an efficient reproduction. Therefore, geometric information, which includes the range of the table and detailed motion parameters, is known in advance.

B. Experimental Results

The middle rows of Fig. 5 (T1), (T2), and (T4) show the results of estimating the transition of the state variables when using Hi-Fes. The estimated task goal and the objects’ usages are shown at the lower part of each figure. “Recogn.” and “Move.” in each figure are referred as Recognizability and Movements, respectively.

In Task T1 (Fig. 5 (T1)), sometimes two dishes disappeared from the camera view owing to frame-out. However, “Move.=Yes” was correctly estimated by the effect of interpolation using Knowledge $K_4$. The same effect was seen in the time of frame-out in Task T2, T3, and T4. Consequently, the T1’s task goal is to place two dishes on the shelf, correctly estimated by the Hi-Fes. The Hi-Fes also estimated the T3’s task goal of the penguin, and the box was put onto the shelf.

In Task T2 (Fig. 5 (T2)), the green dish became invisible when the teacher stacked the orange dish onto the green one. However, the visual hierarchy, where the orange dish was hiding the green one was correctly estimated because Knowledge $K_1$ was used. The state of the orange dish carried by the green dish was also estimated correctly because Knowledge $K_3$ and $K_5$ were properly employed. Consequently, the task purpose of stacking the orange dish onto the green one and putting them on the shelf was correctly estimated by Hi-Fes. Furthermore, the permitted usage of the green dish was correctly estimated, namely that the robot could stack an object onto the green dish (as-mat?) and could carry them together (as-tray?). These are useful pieces of information for a robot to reproduce tasks consistently, safely, and efficiently.

In Task T4 (Fig. 5 (T4)), the penguin initially became invisible. However, the fact that the box and the penguin were near, that the box was hiding the penguin, and that they were moved and put onto the shelf together were correctly estimated based on the Hi-Fes’s mechanism that interpolated the state variables using five pieces of knowledge. Finally, the task purpose to put the penguin into the box and to place the box on the shelf were estimated correctly. Furthermore, the box’s usage was correctly estimated, namely that the robot can put an object into the box (as-storage?) and can carry them together (as-container?).

Through these observation experiments, the Hi-Fes demonstrated that it could correctly estimate the state changes even if an observation target became invisible when the targets were stacked, one target was put into another target, the targets were transported together, or by frame-out. The Hi-Fes could also estimate the purpose of the task and the objects’ usages correctly.

Then, experiments were performed to reproduce the observed tasks. The experimental conditions were as follows:

Reproduction R1: Tidying up the two dishes on the table using Task T1’s observation result.

Reproduction R2: Tidying up the two dishes on the table using Task T2’s observation result.

Reproduction R3: Tidying up the penguin and the box on the table using Task T4’s observation result.

Fig. 6 shows the outputs of the task planner in Reproduction R1, R2, and R3. In Reproduction R1, a plan to carry the dishes without stacking them is selected since it is based on the observation of transporting the dishes independently. Note that both hands of Aero’s are designed to hold a dish for
safety. Therefore, the Task planner decided to carry dishes one-by-one to the shelf although a human teacher held one dish in each hand and carried them at the same time. On the other hand, Reproduction $R2$ and $R4$ were based on the observations in which a human teacher stacked dishes or put an object into a box. For Aero, it is more efficient to carry multiple objects at the same time. For that reason, the plan to carry dishes after stacking (place-on-obj) and the plan to carry the box after inserting the penguin (put-into-obj) were generated. Fig. 7 and Fig. 1 (B) show the result of Aero’s execution of $R1$ and $R4$, respectively. The experimental results proved that the proposed LfD system could generate a plan to achieve the task goal of minimum action steps according to the characteristics of the robotic body structure while employing the usage of the object taught by the person.

C. Discussion

The proposed Hi-Fes has the capacity to use knowledge considered natural for human beings and has the ability to use visual hierarchy. These two important elements enable the system to estimate the state changes such as putting in, stacking and carrying. By increasing the number of types of knowledge, the Hi-Fes are capable of learning more complicated state changes that human beings learn naturally. In this case, it is important that different types of knowledge contradict each other. One solution is to actively use the knowledge that becomes obvious in the field of psychology.

Regarding the outputs of the Hi-Fes, the task purpose and the objects’ usages were independently recorded and used for task planning in this study. This assists in reproducing task goals according to the constraints of the body structure of the robot. In addition, it makes it possible to combine the task objectives learned from multiple observations and to plan action sequences to complete complex tasks.

However, the proposed method cannot currently handle some points. The proposed Hi-Fes worked without any problems when there was a period that the object tracker failed to recognize the observation targets because the Hi-Fes has a mechanism to deal with a false negative result of the tracker. On the other hand, the Hi-Fes cannot currently cope with a false positive, that is, any wrong position’s outputs when the target is actually invisible. Therefore, the object tracker must limit the false-positive results. To facilitate more general object tracking methods, mechanisms to extract only reliable data from the tracking results play an important role.

In addition, the current Hi-Fes utilizes a visual hierarchy where an object is completely hidden to estimate putting-in and stacking states. Therefore, this cannot deal with the situations where an object is not completely hidden when it is put into anything or stacked. To address this problem, the proposed method [3] to estimate hidden states from spatial neighborhood features are useful. More reliable and robust state estimations are considered by integrating this method.

The Hi-Fes estimates the above-mentioned four types of object uses. The uses “as-mat?” and “as-tray?” were employed independently as tools to prevent the Aero from carrying items such as a table cloth. However, further discussion is critical for the best description method of an object’s use. The questions arise: should the use be stored for each object or object class or should the pair of the objects be stored? For example, in case household rules indicate that...
cleanly washed dishes can be stacked for tidying, dirty dishes with oil should not be stacked. Thus, the condition of the object should be learned and stored. To realize such adaptive learning, a framework for determining attributes should be learned by human interactive instructions.

VI. CONCLUSION

An LfD method has been proposed, whereby a robot learned a task using a tool or multiple objects even when the observation targets are completely invisible. One of the primary features of the proposed method was to use recognizability and the visual hierarchy of targets as a clue to estimate the targets’ states. Another feature was to interpolate the state variables and estimate the states of invisible targets using knowledge, inspired by psychological findings and common human sense. This method facilitated LfD operation when an object is put into another object, when an object completely overlaps another object, and when multiple objects become invisible for long period owing to frame-out. The effectiveness of the proposed method was confirmed by experiments of tidying tasks performed by a life-sized humanoid robot.
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